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
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               
          
            
            
              
          
             
  

     
     



            
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     



Development of assistive technology for deaf people has been made for different contexts of use. In [1] Speech-
to-Spanish Sign Language (Lengua de Signos Española, LSE) translation was developed for sentences spoken
by an official when assisting people applying for, or renewing their Identity Card in Spain. Another system,
called SiSi (Say It Sign It) [2] was developed for more flexible Speech-to-Sign Language translation (in this case,
translation to the British Sign Language, BSL).

Such systems required intensive research in language modelling, in both, spoken and sign forms. In the
case of Spanish, besides the study in [1], there has been research in [3] related to the statistical translation of
an ASR’s output (i.e., Speech-to-Text translation) into LSE.

 
     
     
   

   
     
 

Another approach was presented in [4] where the Spanish Speech-to-Sign
translation system considered the morphological and syntactical relationships
of words in addition to the semantics of their meaning in the Spanish lan-
guage.The work of Massó and Badia [5] used a morpho-syntactic approach to
generate a statistical translation machine for the Catalán language.All these
Speech-to-Sign translation systems made use of a 3D avatar to perform the
sign representations of recognised spoken words. Although there is research in
the development of such translation systems for the Spanish language, there
is not significant work towards the development of a translator for the Mexican
Spanish language.

*                     

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Hence, in this paper we present our advances
towards the development of a Mexican Speech-to-
Mexican-Sign-Language (MSL) translation system.
The proposed structure of this system is shown in
figure 1, and the details about the design of each ele-
ment are described in the following sections. The ASR
engine, trained with few but representative speak-
ers achieved recognition accuracy of MSL vocabulary
words of 97.2%. Hence, the structure of this paper
is as follows: in Section Automatic Speech Recogni-
tion Module the details of the multi-user ASR system
for the Mexican spanish language are shown; in Sec-
tion Text Interpreter and MSL Database the details
about the structure of the Speech-to-Sign Language
translator are presented (i.e., the text interpreter); in
Section Performance Results the performance results
of the integrated interface are shown; finally, in Sec-
tion Conclusions and Future Work the conclusions and
future plans for this project are discussed.

  .     

   

In order to perform reliable speech-to-sign transla-
tion, speech must be decoded (recognised) accurately.
A robust ASR system can perform such task. There
are different techniques such as Artificial Neural Net-
works (ANNs [6]), Hidden Markov Models (HMMs [7]),
Weighted Finite State Transducers (WFSTs [8]), etc.,
to build the functional components of the ASR module
for the translation system.

  .      

In figure 2 the standard estructure of an ASR sys-
tem is shown, and each component is explained in the
following sections.

  

To accomplish robust ASR performance, the system
must be trained with a wide variety of speech patterns,
and currently there are large databases of speech
data, known as Speech Corpora (i.e., WSJ [9], TIMIT
[10], etc.), available for this purpose. For the mexican
spanish language (or latin american spanish) there
are few of these resources. The most significant is the
Mexican Spanish Corpus DIMEx100 developed at the
Instituto de Investigaciones en Matemáticas Aplicadas
y Sistemas (“Applied Mathematics and Systems Re-
search Institute”) IIMAS of the National Autonomous
University of Mexico UNAM [11, 12].

Due to licensing procedures still in process to
make available this resource for distribution for other
projects, we were unable to use this corpus for the
supervised training of the ASR module. Thus, we de-
cided to explore the situation of training this module
with limited speech data, and measure the highest
level of accuracy achievable with the resulting module
when tested by different speakers.

It was assumed that the robustness of the ASR
system trained with few speech data could be accom-
plished if:

1. The training speakers were representative of the
main speech features in a language.

2. There were enough speech samples for acoustic
modelling.

3. The vocabulary of the application were not large
(< 1000 words).

4. Dynamic speaker adaptation were performed
while using the system.

To get the speech samples, six speakers were re-
cruited based in the following criteria:

1. Place of origin close to the central region of Mex-
ico (in this case, Mexico City and Puebla).

2. Age within the 15 - 60 years range.

3. Genre (equal number of male and female partic-
ipants).

In table 1 the details of the six participants are
shown.
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  .

     

    
Age 17 55 27
Origin Mexico City Oaxaca Puebla
    
Age 37 15 50
Origin Mexico City Oaxaca Puebla

A text stimuli was selected for purposes of speech
recording as the speech samples must be phonetically
balanced (i.e., all phonemes in the mexican language
must be present in the corpus). This text is read by the
participants and their speech is then recorded. The
stimuli text consisted of: (1) 49 words with the form
consonant-vowel-consonant; (2) a short story taken
from a narrative; and (3) 16 short sentences designed
to further include all phonemes in the mexican span-
ish language. The definition of phonemes for the mexi-
can spanish language was obtained with the tool Tran-
scribeMex [12] which was developed to phonetically la-
bel the DIMEX corpus. TrancribeMex was designed to
define the sequences of phonemes that form a word
considering the standard pronunciation of people in
Mexico City [13, 11]. This was the reason to recruit
speakers from (or very close to) this region. In table
2 the mexican phonemes and their number of occur-
rences (frequency) in the stimuli text are shown.

  .

       

   
1 /a/ 183 15 /o/ 95
2 /b/ 44 16 /p/ 231
3 /tS/ 18 17 /r/ 10
4 /d/ 34 18 /r(/ 94
5 /e/ 121 19 /s/ 69
6 /f/ 17 20 /t/ 45
7 /g/ 19 21 /u/ 41
8 /i/ 76 22 /ks/ 10
9 /x/ 11 23 /Z/ 12
10 /k/ 46 24 /_D/ 10
11 /l/ 44 25 /_G/ 6
12 /m/ 33 26 /_N/ 76
13 /n/ 28 27 /_R/ 44
14 /ñ/ 16 28 /sil/ 410

The speech corpus was recorded1 in the follow-
ing way for each speaker: the set of 49 words was
read five times, the short story was read three times,
and the 16 sentences were read once. These speech

samples must be labelled at the orthographic and
phonetic levels to perform supervised training of the
acoustic models of the ASR system. Orthographic
labelling was performed manually with the software
Wavesurfer [14], and with the phonemes definitions
obtained with TrancribeMex these labels were decom-
posed into phoneme labels. In figure 3 an example of
these labels is shown.

  .           

After the training speech corpus was finished we
proceeded to build the functional elements of the ASR
system shown in figure 2. The HTK library [15] was
used for this purpose.

 
 

The technique used for acoustic modelling was HMMs
[7], and the implementation tool was HTK [15]. In
figure 4 the structure of the HMMs used for acoustic
modelling of phonemes is shown. This is a standard
three-state left-to-right architecture with eight mix-
ture gaussian components per state [16, 15]. For
supervised training, the speech corpus was coded into
Mel Frequency Cepstral Coefficients (MFCC’s). The
front-end used 12 MFCC’s plus energy, delta, and ac-
celeration coefficients [15].

! " #

  .          

The supervised training of each phoneme’s HMM
(28 in total) was performed with the MFCC coded
speech corpus, together with its phonetic labels, by
means of the HInit (for HMM initialization) and HRest
/ HERest (for HMM re-estimation) HTK utilities2.

1The speech was recorded with a Sony lcd-bx800 recorder with a sampling frequency of 8 kHz monoaural in WAV format.
2These utilities estimate the parameters of the HMMs by performing temporal re-alignment of the speech data with their respective phonetic
labels using the Baum-Welch and Viterbi algorithms [16, 15].
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   

The Language Model (LM) represents a set of rules or
probabilities that restricts the recognised sequence of
words from the ASR system to valid sequences. Thus,
this element guides the search (decoding) algorithm to
find the most likely sequence of words that best repre-
sent an input speech signal. Commonly, N-grams are
used for the LM, and for this work, bigrams (N=2)were
used for continuous speech recognition [16, 15]. Es-
timation of bigrams was performed with the HLStats
and HBuild HTK utilities. HLStats estimates the fre-
quency of each single word and pairs of words in the
text stimuli, and HBuild constructs with that infor-
mation a network for word recognition.

The Lexicon specifies the sequences of phonemes
that form each word in the application’s vocabulary.
This element was developed while the speech corpus
was being phonetically labelled (see Section Automatic
Speech Recognition Module-Training Speech Corpus).

 

The Viterbi algorithm is widely used for speech recog-
nition [16]. This task consists in finding (searching)
the sequence of words that best match the speech sig-
nal. Viterbi decoding was implemented with the utility
HVite of HTK.

 

Commercial ASR systems are trained with hundreds
or thousands of speech samples from different speak-
ers. When a new user wants to use such system, it is
common to ask the user to read some words or nar-
ratives to provide speech samples that will be used by
the system to adapt its acoustic models to the patterns
of the user’s voice. Commercial ASR systems are ro-
bust enough to get benefits by the implementation of
adaptation techniques such as MAP or MLLR [15, 17].
For this work, a large corpus was not available, and
thus, the ASR system was trained with speech sam-
ples from six speakers (see table 1).

Maximum Likelihood Linear Regression (MLLR)
[17] was the adaptation technique used for the ASR
system in order to make it usable for other speakers.
For this task, the 16 balanced sentences (see Section
Automatic Speech Recognition Module-Training Speech
Corpus) were used as stimuli. This technique is based
on the assumption that a set of linear transformations
can be used to reduce the mismatch between an ini-
tial HMM model set and the adaptation data. In this
work, these transformations were applied to the mean

and variance parameters of the gaussian mixtures of
the HMM’s of the ASR system. A regression class tree
with 32 terminal nodes was used for the dynamic im-
plementation of the MLLR adaptation [15, 17].

    

The text interpreter searches in a MSL Database (see
figure 1) the MSL representation that best matches
the recognised (decoded) speech. If the recognised
word is found in the MSL database, then the inter-
preter proceeds to display the sequence of MSL move-
ments associated to that word. Otherwise, if the word
is not found in the database, the word is “spelled”,
and the word is described with the MSL representa-
tions associated to each letter (character) that form
the word. This was accomplished by decomposing the
word into phonemes with TranscribeMex and then as-
signing to each phoneme an alphabet character in the
MSL vocabulary (see Section Text Interpreter and MSL
Database-MSL Vocabulary).

! !!

"!

!

#! $!

!

%!

!

&! '!

(a) word-based MSL

! !!
"#"!!!$!

!
"%"!!!&!

!
"'"!!!(!

!
")"!!!*!

(b) character-based MSL

  .      
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Hence, the MSL database consists of animated
representations of MSL movements that describe the
mexican spanish vocabulary. The word-based MSL
representations were taken from the video library of
the DIELSEME [18] system. These videos, in SWF
format, were converted into AVI format 3 with the
software AVS Video Converter ver. 7.1.2.480. The
character-based MSL representations were performed
by a MSL signer and stored as pictures in JPG format.

 

The vocabulary used by the interface is shown in ta-
ble 3. The main vocabulary consists of 25 words for
the word-based Text-to-MSL translation. If a recog-
nised word is not within this set, then it is described
in terms of the alphabet characters that form the
word. For this task, a set of 23 characters was con-
sidered for the character-based Text-to-MSL transla-
tion. Note that the movements that are performed
to describe a word in MSL are not equivalent to the
sequence of character-based MSL movements. Fig-
ure 5(a) presents the MSL representation of the word
GATO (cat), and figure 5(b) the character-based repre-
sentation of the same word. Note that both represen-
tations differ from each other.

The character-based MSL is proposed as an alter-
native to flexible communication for large vocabularies
without the need to animate each word in the mexican
language.

  .

 

 
Hola Hijo A P
Adios Niño B Q
Hoy Hermano C R
Ayer Blanco D S
Mañana Rojo E T
Noche Azul F U
Alegre Casa G V
Feliz Silla H W
Triste Mesa I X
Temor Cama L Y
Enojo Habitación M
Mamá Gracias N
Papá O

 

The multi-user ASR module together with the Text
Interpreter/MSL Database and the video animations
were integrated within a graphical interface for its use
by test speakers.

Thus, the Speech-to-MSL interface is shown in figure
6.

  .  

In the field Choose User ... the user can type
his/her name or select an existing user already reg-
istered in the system. By doing this, the interface
automatically creates the files needed to adapt the
system to the new user, or to load the user’s adapted
acoustic models to perform speech recognition. If the
user is already registered then he/she can proceed to
use the Text-to-MSL translator by pressing the button
Speech Recognition, otherwise the user must proceed
to adapt the system. This is accomplished by enter-
ing text stimuli (i.e., adaptation sentences, see Sec-
tion Automatic Speech Recognition Module, Training
Speech Corpus ) in the field Type NEW VOCABULARY
WORDS, and pressing Record for Adaptation to record
the user’s speech for that stimuli. The user can enter
any text and record as many words as desired. After
the adaptation data is recorded the user just needs to
press Adapt to execute the interface’s MLLR adapta-
tion process. Note that this task is cumulative, thus
the adaptation speech data is stored within the inter-
face. An existing user can add more vocabulary and
further improve the performance of his/her adapted

3Intel Indeo Video 3.2 codec.



U n i v e r s i d a d  d e  G u a n a j u a t o

Vol. 22 (NE-1), ENC Marzo 2012    88

acoustic models. This was considered as “dynamic”
speaker adaptation. All the additional text/vocabulary
is updated in the ASR’s language model and lexi-
con(See section Automatic Speech Recognition Mod-
ule, Functional Elements).

Tests were performed with ten users. Prior to use
the Speech-to-MSL translator the test users were reg-
istered, and adaptation was performed with a stimuli
text of 16 phonetically balanced sentences (see Sec-
tion Automatic Speech Recognition Module,Training
Speech Corpus). The metric used to measure the
performance of the Speech-to-MSL translator was the
Word Error Rate (WER) which is computed as:

WER = 1 − N − D − S − I
N

(1)

where D, S , and I are deletion, substitution, and
insertion errors in the recognised speech (text output
of the ASR module) which affect the MSL translation.
N is the number of words in the correct ASR’s output.
The translation system was tested with ten speakers
and the 25 words in the main MSL vocabulary as stim-
uli. Besides these words, 15 were added to the sys-
tem to test character-based MSL translation and dy-
namic vocabulary construction. The stimuli was read
(spoken) just once, and the first result generated by
the translator was considered as the definitive output.
The performance results are presented in table 4. In
total a WER of 2.8% was achived by the system, which
is equivalent to a recognition word accuracy of 97.2%.
Considering that the WER for human transcription is
within the range of 2%-4%, and ASR performance for
read text is within the range of 3.5%-20% for vocab-
ularies < 1,000 words [19], the performance of this
system for the MSL vocabulary is comparable to that
of human perception and other systems for small vo-
cabulary. The word-based and character-based MSL
animations for words in the MSL database were per-
formed smoothly.

  .

    
     
S1 40 1 2.5%
S2 40 1 2.5%
S3 40 0 0.0%
S4 40 2 5.0%
S5 40 0 0.0%
S6 40 3 7.5%
S7 40 0 0.0%
S8 40 3 7.5%
S9 40 0 0.0%
S10 40 1 2.5%
Total 400 11 2.8%

   

In this paper the advances towards the development of
a Mexican Speech-to-MSL translator were presented.
Even with limited resources, multi-user ASR perfor-
mance of 97.2% was achieved in test sessions of 400
words in total.

Although at this stage the MSL vocabulary is small,
the results reported here give confidence about the
feasibility of the project and the levels of performance
that the system can achieve. However we realise that
much work is needed and as future work the following
points are considered:

• Improve the Speech-to-MSL translator and the
interface to control the influence of the language
model over the recognition procedure;

• Obtain a more extensive view of the performance
of the ASR system when testing the system with
a larger vocabulary;

• Increase the animated database of the MSL vo-
cabulary: Kinect is being considered to be used
as a tool for motion capture to map physical MSL
representations to an animated 3D avatar for the
translation system;

• Allow translation of continuous speech (sen-
tences) into MSL considering grammar and syn-
tactical rules;

• Develop the complementary translation system:
MSL-to-Speech translation.



          
        
         
    

          
        


           
           
         
      

         
          
        
    

           
          
        
   



Vol. 22 (NE-1), ENC Marzo 2012       89

U n i v e r s i d a d  d e  G u a n a j u a t o

         
       
   

           
       

            
      

          
        
      

          
     

           
         
      

           
         
      

           
        
    

        


            
   

          
  

         
        
    

          
      
  

         
       
 


